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Abstract

The use of machine learning models is becoming increasingly popular in a wide range of industries,

however for high risk areas it is important to understand how agents behave. One high risk area is

the area of autonomous vehicles such as self-driving cars or drones, where there can be competitive

or adversarial agents present. In such cases, the reward or utility received by an agent is dependent

on the actions taken by other agents in the population. This work involved modifying an existing

predator-prey environment in order to examine how the policy of an agent behaves in an adversarial

scenario. The predator and prey agents were trained simultaneously using the Deep Q-network

algorithm. The policy of the agent was examined by quantifying the number of similar actions

between two consecutive policies of an agent, as well as well using Decision trees as a proxy model

of the policy from a neural network. From the Decision tree proxy models, the number of similar

actions and the tree edit distance between two different Decision trees was calculated as a measure of

similarity between different policies of a particular agent. This information was then used to find the

optimum number of clusters required to cluster the different policies. The results suggest that policies

change at a certain rate and it is possible for the policy of the predator to change even in the case

where the prey was stationary by choosing degenerate actions which gave similar rewards. Different

Decision trees had policies which were distinct to one another but behaved in a intuitive manner to

maximse their expected reward. The optimum number of clusters for the different Decision trees was

shown to be one but by performing clustering with a higher number of clusters, it was generally seen

that consecutive policies were generally more similar to one another.
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1 Introduction

1.1 Background

Reinforcement Learning is an active area of machine learning concerned with how software agents

learn to perform actions through trial and error. Reinforcement Learning has a diverse range of

applications from such as robotics, waste heat management and protein folding [6, 7, 8]. The focus

of this project is on using Reinforcement Learning to train competing agents to perform different

tasks, in order to see how the sequence of actions of an agent, which is known as a policy, change in

distributed systems when there is feedback present. This is important due to the deployment of high

risk AI technology, such as autonomous vehicles, where there can be an adversarial aspect present

and there is a requirement in understanding how the agents behave for safety reason.

To obtain an indication of how the policy of an agent was changing, such as whether there was a

pattern in the change in policy and whether the policy obtained made intuitive sense, several different

approaches were used. The approaches used involved quantifying the number of actions which were

identical for two consecutive policies of an agent and comparing Decision trees representing the

different policies of an agent.

1.2 Aims and objectives

To achieve the aim of examining how the policy of the agent changed in a situation where the reward

an agent received depended on the actions of other agents, several objectives were met:

• Developing a gridworld simulation environment for the different agents present

• Studying single and multi-agent Reinforcement Learning algorithms which can be used to train

agents

• Investigating how an single-agent Reinforcement Learning algorithm known as the ’Deep Q-

network’ algorithm can be adapted for a competitive agent scenario

• Investigating proxy models of a a neural network to improve explainability

• Quantifying the similarity between different proxy models

1



1.3 Motivation

Multi-agent systems (MAS) are defined as a ’distributed systems of independent actors, called agents,

that cooperate or compete to achieve a certain objective [9]’. Using a MAS is highly desirable as they

can improve efficiency by having different agents specialised for certain tasks or dividing a task into

several sub tasks which are completed simultaneously [10].

MAS have been used for several different applications and have been particularly effective for the

purpose of energy management. Due to the global impact of climate change, there has been great

effort by the government in minimising the use of harmful non-renewable fuels in favour of using

renewable energy sources. One method of energy management which is based on a MAS approach is

a smart grid. A smart grid refers to an electric grid where producers and consumers can be modelled

as reactive agents, and this allows the distribution of energy to be varied depending on the needs

of the consumers at a particular moment. In the study by Schatten et al 2016, a smart grid based

approach to energy management was shown to lead to higher battery levels in an Eco-village in

Crotia [11]. A potential model for a smart grid can be seen in Fig. 1.1 [1] where different agents are

specialised for different tasks and co-ordinate with one another to optimise energy use for different

locations.

Figure 1.1: MAS system used for smart grid where different agents perform different roles. Each area is

coordinated by an area agent, and these agents themselves are managed by a microgrid agent [1]

Another important application of a MAS is in controlling a swarm of drones for coverage, search and

rescue or military action. Whilst, the movement of single drones can be automated effectively, the

movement of several drones simultaneously is limited by the skills of a human operator and avail-

ability of qualified pilots. Therefore, being able train agents to perform these tasks autonomously

could lead to a range of benefits including increasing the number of agents used simultaneously and

optimizing drone trajectories to maximise coverage of an area. However, it can be difficult to use a

MAS to perform a certain task as the behaviour of each agent in the MAS affects the behaviour of

other agents. Hardcoding the behaviour of all the agents in MAS is one potential approach, however

this can impractical due to the vast amount of rules required to take into account the interactions of

each agent. An alternative strategy to solving this problem is by using a learning approach such as

Reinforcement Learning, where the behaviour of the different agents can learn and adapt with time

as they perform different actions in an environment.
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There has been substantial progress in using Multi-Agent Reinforcement Learning (MARL) in recent

years, but most of this work has been related to the case of fully cooperative settings. However, in a

MAS, such as autonomous vehicles, there may be cases where agents are only partially cooperative

with one another and contain elements of competition [12]. This could potentially lead to situations

where individual autonomous vehicles would prioritise the transport of its own passenger which could

lead to collisions occurring. It is important to understand how competition between agents arise in

order to design MAS where agents behave in the way that is intended by the user. This is important

in areas such as the emergency medical dispatch decisions after a natural disaster or a terrorist at-

tack. If competition arises between the different agents in these situations, it can lead to movement

of several different ambulances to a specific location and there would be diminishing returns for each

agent as there would not be sufficient coverage of other locations [13]. Furthermore, in the case

where drones are used for military action, this would likely lead to opposing groups using drones in

retaliation, therefore understanding how an agent behaves in the presence of an competitive agent

could enable advantageous military situations [14, 15].

To effectively implement an MAS using MARL, it is crucial to understand how an agent will behave

in the presence of a competing agent. Therefore the focus of this project is to obtain an understanding

of how the policy of the agent will change as a result of the actions of a competing adversary.

To study adversarial learning, a Predator-Prey game was chosen as it is a scenario which has already

been studied in the literature for different areas such as biology and machine learning. Furthermore,

it is a scenario which can vary significantly in complexity such as number of predators, number of

prey, capabilities of each agent as well as the dynamics of the environment. This allowed the author

to have significant flexibility in the different types of experiment possible such as having experiment

related to the prey acting in different ways (stationary, predictable, intelligent behaviour patterns).

Furthermore, the results of a predator-prey game can generalise to the real-life area of drone use,

where a predator agent emulates a drone searching for a prey agent which would be target. Potential

targets could be a lost traveller which could be modelled by a stationary or random moving prey, or

a potential terrorist threat which can be represented as a intelligent prey agent.
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2 Literature Review

2.1 Reinforcement Learning

Reinforcement Learning is a field where an agent learns to solve sequential decision problems through

a trial and error learning process where no direct supervision is generally provided to the agent on

what action to select. There are many different fields of Reinforcement Learning and has been ap-

plied to ranging from manipulation of robotic arms, strategies to optimise teaching and stock trading

[6, 16, 17]. Reinforcement Learning can be thought as a combination of two main threads of research.

One thread is the area of dynamic programming and optimal control which involves the problem of

designing controller for a given system such that a certain optimality criterion is achieved [2]. The

second thread of research is the area of learning through trial and error which has roots in behavioural

psychology where the aspect of classical conditioning was seen in famous experiments such as Pavlov’s

dog as well other animals such as cats and rats [18, 19].

The two main entities in Reinforcement Learning are agents and an environment. An agent is a

computer program that acts for a user. Agents can be solely software based or they can be embodied

for the case where the software is paired with a robot body [20]. The history of an agent from the

past till the current time step t can be summarised by a state st which is represented by features of

the agent. The environment is an area where one or more agents can act upon [2]. Reinforcement

Learning involves an agent being in state st at a discrete time step t and performing an action at which

enables the agent to transition to a new state st+1 and obtain a reward rt+1 from the environment.

This interaction is formalized as a Markov Decision Process (MDP) which is a tuple 〈S,A, T, r, γ〉,

where S is a finite set of states, A is a finite set of actions. T (s, a, s′) is a transition function which

governs the transitions between states as shown by Eqn. 2.1. The reward function, r, relates the

reward obtained in a particular state s after taking the action a, which is given by Eqn. 2.2 and γ

is the discount factor which represents how much the agent cares about rewards at future time steps

[21].

T (s, a, s′) = P
[
St+1 = s′|St = s,At = a

]
(2.1)

r(s, a) = E [Rt+1|St = s,At = a] (2.2)

A simplified version of the interactions between an agent and the environment is shown in Fig. 2.1 [2].

Figure 2.1: The agent–environment interaction in a Markov decision process [2]
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The goal of the agent is to learn actions which will enable it to solve the sequential decision problem

by maximising its long term scalar reward signal shown by Eqn. 2.3 [3]:

Gt = Rt+1 + γRt+2 + γ2Rt+3 + ...+ γT−t−1RT =

T−t−1∑
i=0

γiRt+i+1 (2.3)

Where Rt+i represents the reward at different time steps.

Action selection is governed by a policy, π, which is a function mapping state s to a probability

distribution over actions a. Initially, an agent will adopt a random policy where it attempts all the

different actions in a state with equal probability, but as it undergoes the trial and error learning

process, it will learn an optimal policy π∗, which maximises its expected return. There are 2 main

ways to learn a policy. One method is known as a policy based method where the policy for all the

states is directly parameterised by a single parameter vector θ [2, 22]. The second approach to learn

a policy is a value based approach where the reward obtained from a policy is represented by a metric

known as a value function. This approach is generally known as value based Reinforcement Learning.

There are two types of value functions, the state value function and the state action value function.

The state value function Vπ(s), defined by Eqn. 2.4, quantifies the total reward obtained by following

the policy π starting in state s [23].

vπ(s) = Eπ [Gt|St = s, π] (2.4)

The action value function Qπ(s,a) defined by Eqn.2.5 quantifies the total reward obtained by per-

forming action a in state s and then following the policy at all subsequent states [2].

Qπ(s, a) = Eπ [Gt|St = s,At = a, π] (2.5)

The optimal action-value function Q∗π(s, a) is the maximum expected return achievable over all

policies after entering a state and taking an action a. The optimal value is then given by Eqn. 2.6

[24]:

Q∗(s, a) = maxπQπ(s, a) (2.6)

An optimal policy can be derived from finding Q∗(s, a) at every state and selecting the action which

gives the highest Q∗(s, a). These Q∗(s, a) are found by using an equation known as the Bellman

equation to iteratively update the Q values, which is given by Eqn. 2.7 [25]:

Qi+1(s, a) = E
[
r + γmaxa′Qi(s

′, a′)|s, a
]

(2.7)
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2.2 Deep Reinforcement Learning

The approach of using the Bellman equation as a iterative update for each different state-action pair is

effective for small state spaces however it is impractical for larger state spaces where generalization is

required. However, this problem with scaling can be overcome with the use of function approximators

such as a neural network. Therefore, despite having a long history, research in Reinforcement Learn-

ing has exponentially increased in the last few years due to improvements in function approximators

such as deep learning architectures, increases in computational power and the wide accessibility of

available data used to train these neural networks. The essential milestones of Reinforcement Learn-

ing can be seen in Fig. 2.2. This has led to the advent of Deep Reinforcement Learning [25].

Figure 2.2: Emergence of Deep Reinforcement Learning through different essential milestones [3]

An early success story of Reinforcement Learning using a neural network as a function approximator

is TD-gammon, which learnt the game backgammon using Reinforcement Learning by approximating

the value function using a multi-layer perceptron with only a single hidden layer [23]. However, fol-

low up work on TD-gammon was unsuccessful until the work done by Silver et Al in 2013 where the

term ’Deep Reinforcement Learning’ was first introduced [25]. In the past, Reinforcement Learning

involved required features of a state to be carefully hand engineered by a human user which can

be difficult and time consuming. This process is known as feature engineering [26]. However, deep

neural networks are especially useful compared to other function approximators as they can gener-

alise to large state spaces as well as automatically extract features from raw data, which is known as

representation learning [27]. In the work done by Silver et Al in 2013, a deep Convolutional neural

network enabled features to be extracted solely from sensory information in the form of pixel images.

In this case, the different images corresponded to different states and based on the actions taken in

the different states, the Q values could be approximated from the parameters of the neural network

[25]. This was used to train an agent to learn control policies for playing seven different Atari games.
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Similar to traditional Reinforcement Learning, after the use of using deep neural networks to approx-

imate Q values, neural networks have also been used in policy based methods where the policy would

be directly parameterised by the weights of a neural network. Policy based methods are especially

effective in stochastic and continuous domains and have been used heavily in the field of robotics [28].

Other variations of Deep Reinforcement Learning include Actor-Critic methods which uses neural

networks to parameterise both policy parameters and Q values. This is typically done using separate

neural networks to parameterise the policy and the Q values however there has been single neural

network architectures which can parameterise both the policy and the neural network [29].

Following the initial success of Deep Reinforcement Learning, it has been used for different applica-

tions such as training agents to play complex board games which have extremely large state spaces

including Chess, Shogi and Go at the level of world champions [30, 31]. The main significance of

these agents is that a single agent can learn to play all three of the board games for the case of the

agent known as AlphaZero which means that Deep Reinforcement Learning does have the potential

to generalise to different situations to certain extent [31]. As well as mastering both Atari and board

games, Deep Reinforcement Learning has been effective in training agents to learn motion dynamics

such as the movement of a cheetah, a cartpole and a walker [32]. Although all these applications

used Deep Reinforcement Learning, there were subtle differences between how agents were trained for

different applications, where some applications used different neural network architectures as well as

a combination of supervised and Reinforcement Learning. The Atari games involved only using Deep

Reinforcement Learning with a Convolutional network whilst the motion dynamics was learnt using

a recurrent neural network. In contrast, the Go agent was trained using supervised learning from

expert human games in conjunction with Reinforcement Learning from games of self-play which was

simulated using a search algorithm known as Monte-Carlo tree search. Using Monte-Carlo tree search

was possible as the rules of the game of Go are known, and so it was possible to build a model of the

transition dynamics which enables agents to plan moves ahead which can be data and computational

efficient. The subfield of Reinforcement Learning concerned with building models of the transition

dynamics is known as Model-based Reinforcement Learning [33]. There are several other subfields

of Reinforcement Learning such as Imitation learning which involves human providing examples to

show the correct action an agent should choose in particular states. Furthermore, techniques from

different subfields can be used in conjunction such as in the study by Kendall et Al 2019, where the

actions based by an autonomous vehicles are planned in simulation using a model of the environment,

and incorrect actions are corrected by a human in the loop taking control of the vehicle [12].

2.3 Multi-Agent Reinforcement Learning

Multi-Agent Reinforcement Learning (MARL) is a subfield of Reinforcement Learning which focuses

on training a group of agents which are meant to cooperate or compete with one another, and have

been already been used for games such as Starcraft [34]. MARL has received a lot of attention in

recent years due to the benefits of utilising a MAS to solve a complex task through the cooperation of

agents performing a single task on a large scale, or by different agents performing different subtasks

[35, 36]. Furthermore, the use of MARL is likely to increase in the future in the light of industrial

trends moving towards a network of internet connected devices known as the ’Internet Of Things’ [37].
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Despite all the potential benefits of MARL, controlling multiple agents can be more difficult than a

single agent case. In a single agent Reinforcement Learning scenario, the state of the environment

changes solely as a result of the actions of the agent. In contrast to the single agent case, in a MARL

scenario the environment can change as a result of the actions of all the agents present and therefore

the optimal policy of a particular agent depends on both the environment as well as the policy of

the other agents as shown in Fig. 2.3 [4]. Therefore, when multiple agents are interacting with the

environment, Reinforcement Learning no longer satisfies a Markov Decision Process (MDP) and it is

necessary to adapt the MDP process to take into account multiple agents and multiple states. The

adapted MDP process is known as Markov games [38].

Figure 2.3: Interactions between agents and environment in a MARL setting [4]

Markov games involve the different agents in the environment taking actions simultaneously and

receiving a reward based on their joint action. The interactions between the states and actions can

be represented by the tuple (n, S,A,R, T ) where n is a set of a finite number of agents agents, S is

a set of states, A is a set of joint actions, A = A1 x A2 x ... x An, R is a reward function and T

is a transition probability that gives the probability of transitions from state s to s’ due to a joint

action [39]. The objective of the n agents is to find a deterministic joint policy π = (π1, ..., πn), where

π : S → A and πi = S → Ai is used to maximise the expected sum of the discounted common reward.

Even though fully cooperative agents can be extremely useful, it is generally not the case in the real-

world that agents are fully cooperative. Thus, it is also necessary to consider situations where agents

are partially cooperative, competitive, adversarial or possibly a mix of cooperative and competitive

such as in robot soccer [40]. The fundamental distinction between systems labeled as cooperative,

competitive and adversarial is that for the cooperative case, agents goals is the maximization of a

group utility. Competitive agents are solely focused on maximizing their own utility whilst adversarial

agents are a type of competitive agents who are focused on maximising their own utility whilst

minimising the utility of the other players. [36].
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2.3.1 Competitive and Adversarial agents

An area where adversarial agents have been seen to be effective is at shaping the policy of the main

agent known as the ’protagonist’. Typically, a protagonist used to control the motion of a robot is

trained in simulation as this leads to faster training of the agent due to the use of parallel processing.

However, when transferring the trained agent to real-life, the simulation to real transfer is ineffective

due to modelling errors and differences between training and test scenarios. A solution to this prob-

lem can be to train the protagonist in the presence of an adversary. The adversary can destabilise

the environment of the protagonist and encourage the main agent to develop a policy which is robust

to external forces [41]. As well as making the protagonist robust to perturbation forces, adversaries

have been used to train the protagonist to obtain a policy which can limit the risk of the protagonist.

This is achieved by the protagonist choosing a policy also considering to minimise the variance of the

expected future reward and low risk policies are important in the area of safe RL where risky actions

can lead to potentially fatal consequences such as for the operation of an autonomous vehicle [42].

Another area where competitive and adversarial agents have been studied in is the context of games.

Due to competition being prevalent in human activities such as economics, an understanding of how

competitive agents behave is crucial for understanding how different entities behave. The interac-

tions between the competitive agents can be seen in the context of games such as iterated prisoners

dilemma or matching pennies ,which can be used to understand more relevant competitive behaviour

such as bidding strategies in an auction [43, 44].

To examine the behaviour of the competitive and adversarial agents, it is first necessary to train the

agents. In the case of cooperative MAS, it is possible to train a single centralised controller which

controls the behaviour of the entire team of agents. However, in a competitive MAS, a approach

known as concurrent learning is typically used which involves each agent learning individually to

modify its behaviour and assuming that the other agents are part of the environment [3].

The main challenge for concurrent learning is that each learner is adapting its behaviour to other co-

adapting agents in which it has no control over. Therefore, when there are multiple agents, as agents

learn, each agent modifies their behaviour which can affect the learned behavior of the other agents

which causes the non-stationarity in the training process. Concurrent learning has been successful in

sequential environment where either the policy of the agent would be fixed or the agents take turns

to act in the environment such as in the study done by Pan et Al 2019 where the protagonist agent

would take m consecutive actions before an adversary would take n consecutive actions [42]. However,

this non-stationarity can lead to issues in situations where agents takes actions simultaneously. The

main approach to deal with this problem is opponent modelling, where an individual agent has a

model or a way of taking into account the actions of the other agents in the environment.

Opponent modelling has been seen in the literature in several different ways. One variation of op-

ponent modelling is to update the policy of a single agent in turn whilst keeping the policy of the

other agents constant which allows the environment to be stationary momentarily [45]. The other

main variation is for both agents to learn at the same time but make a model of how the other agents
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behave which is generally inferred from the actions of the other agent [46]. This could involve either

making a single model of another agent or making several models for the behaviour of another agent.

Having several ideas of the policy of the other agent can be beneficial as it lead to robustness in how

the main agent acts [47]. However, having a single model can sometimes be more useful as it can

lead to more sophisticated models such as in the work done by Foerster et Al 2018 where a model

was made to take into account how the policy of the other agent will change at future time steps [44].

Whereas previous literature focused on building an internal model of the opponent whilst the agents

learn, the work here will focus on obtaining an qualitative and quantitative understanding of how the

policy changes in a simultaneous predator-prey game in order to to see if there is any pattern to how

the policy of the agents changes, such as if the policy changes are cyclical in nature .

Various studies have been done on the area of predator-prey game where several different aspects

have been examined such as the use of different Reinforcement Learning algorithms as well as dif-

ferent function approximators. An example of this would be the study done by Schrum et Al 2008,

where a single prey agent was trained using 10 different Reinforcement Learning algorithms in order

to compare how tabular algorithms and linear function approximators [48]. In comparison to this

study which involved linear function approximators, the study by Egorov 2016 involved using a non

linear function approximator (Convolutional neural network) to approximate the Q values of the

agents by using a image representation of the MAS as the input state [45]. Other areas in which

the Predator-Prey game has been studied is by the modelling of other agents. This has been seen in

both the context of modelling the teammates of a particular agent as in the studies by Nagayuki et

Al 2000 and Zhou et Al 2011 [46, 49] as well modelling an opponent of an agent [44].

In both the case of modelling a teammate and an opponent, building a model generally relies on

observing the actions of the agent which is modelled and leads to an improved performance of the

agent performing the modelling. The aspect of communication between agents has has also been

studied in a Predator-Prey game. There are various different forms of communication and different

information which can be communicated with one another. The study by Tan et Al 1993 examined

Predator agents communicating information such as the position of the Prey agent, experience of an

agent as well as the policy of an agent [50]. In contrast to this, the study by Partalas et Al 2007

involved Predator agents communicating with each other and voting regarding the joint action the

group should take. [51].
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3 Simulation Model

3.1 Predator-Prey Environment

An environment for a predator-prey game was developed in Python and is based on an existing en-

vironment found on Github for a multi-agent Predator Prey scenario [52]. For the purpose of this

project, several factors were changed between the initial Github environment and the authors envi-

ronment model such as the state space, action space and reward functions for the agent as well as

additional modularities such as the presence of food at designated locations.

The environment is based on the format of an OpenAI gym environment where there are agents in

an environment and the initial state of an agent would be based on an initial state distribution. The

agents are able to take actions in the environment by using a step function which provides an agent

with a reward and transition the agent to a new state. In typical OpenAI gym environments, only a

single agent takes an action at a time. Whereas in this environment, the actions of both agents take

place simultaneously and the resulting state and reward of each agent is dependent on the actions

taken by both agents. An episode is a consists of the sequence of actions agents take before the game

resets [2]. To conduct experiments efficiently, an episode would end automatically after a certain

number of time steps. Timeout is necessary in practice, otherwise an episode can be arbitrarily long

in time. These episodes terminate after 50 time steps and during the simulation, the agents cannot

escape the environment. Any actions taken by the agent which would make it leave the boundaries

of the environments results in the agent being unable to move or the agent moving to the other side

of the gridworld (depending on the starting conditions).

The environment consisted of a discrete 7x7 (2D) gridworld occupied by two agents, a Predator and

a Prey. The task of the predator was to follow and capture the prey, which occurred when the

predator occupied the same grid cell as the prey. The aim of the prey agent was to flee from the

predator and move to the food locations where it would be able to eat the food. The predator-

prey game was designed to be a very simple model which would only focus on how the behaviour of

the two agents present would affect one another. Therefore, the predator and prey were given full

observability, the only dynamic elements present were the agents and the environment was designed

to be stationary, which was why the location and amount of food present did not vary in time. Also,

a more sophisticated model would take into account a hierarchy of different organisms in a food chain

rather than having a simple top predator and bottom prey case. The gridworld can be seen in Fig.

3.1.

3.2 Agent state

The state of an agent at each time step is defined by a tuple of 5 features consisting of s = (Predator

X position, Predator Y position, Prey X position, Prey Y position, individual agent stamina). The

value of each feature was bounded between 0-1 to ensure that each feature had the same scale and

equal importance when placed in a neural network model. To simplify the problem, the state space

was discretised to enable only a fixed number of 2D positions for the Predator and Prey to occupy.
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Figure 3.1: Predator (Orange) aims to to follow and capture the Prey (Blue) in the gridworld environment.

The Prey aims to flee from the Predator and eat the food (Green)

3.3 Action space

Each agent had its own distinct set of actions. Both agents are able to move in the four cardinal di-

rections or stay immobile. The action space of the Prey was to move one step in the four cardinal direc-

tions or to remain stationary which is represented by the setAPrey = {Stationary, x+ 1, x− 1, y + 1, y − 1}.

The stationary action was used to allow an agent to replenish their stamina as well as allowing the

Prey to eat food when the Prey was at the food locations. The action space of the Predator was

to move one or two steps in the four cardinal directions or to stay stationary which enabled the

Predator to replenish its stamina. The action space of the Predator was represented by the set

APredator = {Stationary, x+ 1, x− 1, y + 1, y − 1, x+ 2, x− 2, y + 2, y − 2}. Both agents start with

1.0 units of stamina and the stationary action replenishes 0.05 units of stamina for an agent. The

actions of moving one step in a particular direction uses 0.01 units of stamina for the Prey and 0.03

units of stamina for the Predator whilst the action of moving two steps in a particular direction uses

0.12 units of stamina for the Predator. The action space of the agents was designed to simulate a

real pursuit predation environment where the Predator is able to move faster than a Prey, but likely

to run out of stamina earlier [53].

12



3.4 Reward function

The aim of the learning is to have the predator and prey behave in way that the predator aims to

catch the prey whilst the prey would try to escape but would also take the risk of staying stationary

to eat the food when the predator was sufficiently far away. To enable the agents to learn these

behaviours, it was necessary to carefully design a reward function for each of the agents, which is a

process known as reward shaping [54]. To encourage the predator to capture the prey, one possible

reward function which could have been used was to provide the predator with a reward solely when

the predator occupying the same square, also referred to as colliding, with the prey. However, due

to the size of the gridworld and the fact that the prey would be intending to maximising its distance

away from the predator, this would lead to what is known as a ’sparse reward’ situation where rewards

would not occur frequently such as a reward only being obtained once during an episode [55]. This

would result in the Predator taking a long time to learn which actions gives it a reward and as a

result, it would take a long time for the predator to adopt the desired policy of colliding with the prey.

Therefore, one way to alleviate the sparse reward problem would be to change the reward function

into what is known as a ’dense’ reward function where the predator can obtain a reward at every

time step [2]. One example of a dense reward function could be rewarding the Predator based on its

proximity to the Prey based on a Manhattan distance, which is a distance of two points measured

along axes at right angles, which corresponds to the number of grid cells between the two agents [56].

This type of reward function is shown by Eqn. 3.1:

rpredator(XPredator, XPrey) = e−c‖XPredator−XPrey‖
2

(3.1)

Where XPredator = (xPredator, yPredator) and XPrey = (xPrey, yPrey) are the positions of the preda-

tor and prey respectively and c is a constant.

However, a potential problem with using this type of reward function is that it instigates the Predator

obtain a strategy where the Predator remains in close proximity of the Prey by using single step

movements, but the Predator does not try to colide the Prey. The approach taken to solve this

problem was to use a dense reward function based on the proximity to the Prey but also provide an

additional reward when the Predator would collid with the Prey. This additional reward for colliding

with the Prey encouraged the Predator to move two steps in pursuit of colliding with the Prey rather

than simply stalking the Prey. The reward function of the Predator can be seen in Fig.3.2. For the

case of the Prey, to train the Prey to move away from the Predator, the Prey was penalised (negative

reward) based on its proximity to the Predator in the same way that the Predator was rewarded.

This can be seen in Fig. 3.3. However, to encourage the Prey to eat the food when the Predator was

far away, the Prey was given a positive reward of + 2 for every timestep it ate the food. The reward

for eating the food was chosen to be +2 as a value which was too low would mean that the Prey

would always aim to maximise its distance from the Predator and so the Prey would never remain

stationary to eat the food. If the reward for eating the food was too high, then the Prey would adopt

a policy where it remains at the food location even when the Predator is in close proximity. Through

trial and error testing, a value of +2 was high enough for the Prey to eat the food when the Predator

was sufficiently far away but also low enough such that the Prey would move away from the food to

flee from a Predator in close proximity.
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Figure 3.2: Variation of the predator reward as a function of Manhattan distance

Figure 3.3: Variation of the prey reward as a function of Manhattan distance

3.5 Training algorithm

The algorithm that was used to train the agents was the Deep Q-Network (DQN) algorithm. DQN

involves using a multi-layer neural network with weights θ as a non-linear function approximator to

estimate the optimal action value function Q(s,a;θ) ≈ Q*(s,a).

Reinforcement Learning has been shown to be unstable when a non-linear function approximator

such as a neural network is used to represent Q-values. This instability has been due to correlations

in the input states used in the training of the network, as well as correlations between the Q-values

predicted by the neural network and the target Q-values given by Eqn: 3.2

y = r + γmaxa′Q(s′, a′; θ) (3.2)

The DQN algorithm solves these issues by using 2 key ideas. The first idea is to use experience

replay, which involves storing an agents experience et = (st, at, rt, st+1) at each time step in a dataset

Dt = (e1, e2, ...., et). During learning, Q-learning is applied on minibatches of experience drawn ran-

domly from the dataset and this removes the correlation in the input states.
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The second idea is to use an additioal neural network known as the target neural network where the

value of θtarget is only updated with the Q-network parameters at every C steps [25]. A Q-network

is then trained on minibatches of experience sampled from the dataset Dt in order to minimise a

mean-squared loss function given by Eqn. 3.3 [24]:

L(θt) = Es,a,r,s′
[
yt −Q(s, a, θt))

2] (3.3)

where yt is the target Q-value from the target network and it is given by Eqn. 3.4

yt = E
[
r + γmaxa′Q

∗(s′, a′; θtarget|s, a)
]

(3.4)

DQN is an off-policy algorithm as it learns choose actions according to a greedy strategy a =

maxaQ(s, a, θ) whilst following a behavioural distribution which ensures adequate exploration of

the state space. The behavioural strategy which was used was an ε-greedy strategy which follows the

greedy strategy with probability 1- ε and selects a random action with probability ε.

Each agent would be trained using separate neural networks. The initial neural network from the

Github used 2 hidden layers with 512 neurons however the number of neurons was changed to 64 in

this project [52]. This was due to 2 reasons:

• To reduce computational complexity

• To reduce overfitting

The Github project used a large multi-agent system where there were several predator and several

prey agents, as well as a larger number of features to represent the state of each agent. Therefore,

it was beneficial to use a larger neural network to train the agents in that case. However, for this

project where there was only a single predator and prey with a state representation consisting of 5

features, a smaller neural network with 64 neurons in each layer was effectively able to train the agents.

After each episode, both agents were trained using gradient descent on a batch of 200 data points

sampled from the experience replay buffer and the target network was updated after 20 episodes each

time and the learning rate of the network was 0.01. The initial ε value was chosen to be 0.9 and would

decay at a rate of 0.998 per episode until it reached a threshold value of 0.1. The experience replay

buffer would store data from the different episodes. The buffer had a fixed size and would store only

the last N experience tuples and remove older experience as new experience would come in. It has

been seen generally that a default buffer size of 106 has been effective for the case of single-agent RL.

However, the non-stationarity in a MAS can mean that the dynamics that generated the data in the

agents replay memory no longer represents the current dynamics in which the agent is learning. One

approach to avoid this problem was to limit the use of experience replay to short, recent buffers. It

was necessary to test several different buffer sizes as smaller buffer sizes are more effective in terms

of learning speed, however the stability decreases. This was due to a trade-off where smaller recent

buffer leads to data which better represents the current dynamics but are higher correlated, whereas

using a larger replay buffer has data which tends to be uncorrelated but more outdated. In the case

of the predator-prey game in this project, a replay buffer size of 7500 data point was used for both

agents as it was effective in allowing both agents to learn effectively.
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4 Simulation Experiments

Each episode involved the Predator and Prey starting in random locations in the environment and

would last for 50 time steps. After n episodes of training where the agents would behave with a

ε-greedy policy, the current greedy policy of the agents would be tested for 100 episodes. The values

of n chosen were 10, 100, 500 and 1000. During these 100 test episodes, several quantities of interest

were calculated for each agent and these values would be plotted for the last episode of the test. The

X axis in each of the plots represents the number of training episodes. The quantities calculated were:

• Return (discounted sum of rewards)

• Number of collisions

• Similarity

• Similarity centre

Recall from Section 2.1 that the return of an agent is the discounted sum of rewards during an episode

and can be calculated using Eqn. 2.3. In the simulation, the γ value of for each agent was 0.9. The

graph of the returns were nearly symmetrical as the prey was penalised based on the reward the

predator obtains however there was slight asymmetry due to the additional reward the prey would

obtain from eating the food.

The plot representing the number of collisions was based on the mean number of collisions that oc-

curred at each time step. For the case where there are only two agents present, the maximum number

of collisions at each time step can only be one, and the minimum number of collisions at each time

step is zero. Therefore, each value on the plot would be between 0 and 1 for a single Predator and a

single Prey scenario.

During each of the episodes, it was necessary to obtain a measure of how the policy of the agent

was changing in order to understand how the actions of other agents was affecting the learning of a

particular agent. One approach to evaluate this was by fixing the position of one of the agents and

looking at whether the actions performed by the other agent was the same before and after a single

training period of n episodes. Due to computational complexity, the similarity was measured at two

different locations. The first fixed location was the location (0,0) which was an area of interest for two

reasons. Firstly, it was a corner location which the Prey would go towards in order to maximise its

distance from the Predator. Secondly, it was one of the locations of the food. Due to these reasons,

this location was the location where the Prey would move towards most frequently and as a result, a

location where the predator would move to. As this was the location where both agents spend most

of their time, most of the learning of the agents would occur when the position of the agents is near

the (0,0) position and so the actions taken in these states were likely to vary the most. The second

fixed location for the agents was chosen to be at the centre of the gridworld at (3,3) position. This

position was chosen as this was a position of the food and a position which would likely have an

effect on the action taken by an agent at any position of the gridworld. The actions for an agent was

seen for every possible location in the grid as well as 10 different stamina values of the agent. The

similarity measure can be represented by Eqn. 4.1
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Similarity =

490∑
i=0

Simk
i (4.1)

Simk
i =


1, if πk(si) = πk−1(si)

0, otherwise
(4.2)

Where πk(si) represents the action taken by the kth policy of an agent when in state i.

The Similarity value based on the actions that an agent would take when the other agent is at the first

fixed location is referred to as ’Similarity’. Whereas, the Similarity value based on the actions that

an agent would take when the other agent is at the second fixed location is referred to as ’Similarity

centre’.

Several experiment were conducted to examine how the policy of an agent would change during the

learning process. In the first two experiments, the Predator would be learning after each episode

whilst the policy of the Prey remained constat. During the last experiment, both the Predator and

Prey would be learning after each episode. These experiment were:

• Experiment 1: Intelligent Predator vs stationary Prey

• Experiment 2: Intelligent Predator vs Prey moving in a particular direction

• Experiment 3: Intelligent Predator vs intelligent Prey

The first 2 experiments were conducted to see how the Predator learns in a case where they was

no feedback from the Prey agent as the Prey would have a fixed policy. These experiments were

performed to enable comparison between the learning of the Predator when the Prey policy fixed and

when the Prey policy is changing. In experiments 1 and 2 where the Prey policy was fixed, it was

hypothesised that the policy of the Predator would converge at some point after learning that the

policy of the Prey was fixed.

4.1 Intelligent Predator vs stationary Prey

For the case of the intelligent Predator against the stationary Prey, the Predator was quickly able

to find out the Prey was stationary which lead to the predator quickly moving to the location of the

prey in the most efficient and direct manner which was the two step movements. This can be seen

as the return of the Predator in Fig. 4.1 quickly maximised which minimized the return of the Prey.

Furthermore, the number of collisions shifted to a value close to 1 which showed that the Predator

occupied the same grid location as the Prey for every time step besides the initial time steps in which

the Predator had to move to the location of the Prey.

From looking at the plots of the similarity in Fig. 4.1, it can be seen that the similarity of the

Predator was oscillating near a value of 400. This reveals that the policy of the Predator was always

changing even in a situation where the policy of the Prey was constant and there was only 10 episodes

of training between the two consecutive policies in which the similarity was measured.

17



Furthermore, by looking at Fig 4.1 - 4.4, it can be seen that as the number of training episodes

between testing consecutive policies increased, the similarity and similarity centre values decreased

from from 400, 350, 250 to 200. This suggests that the policy of the Predator was always changing

but changed in gradual manner. This is a peculiar result as the Prey was stationary in this test and

therefore the Predator similarity should have converged in the same way as the return and number

of collisions converged. However, since the Predator was obtaining the same return using different

actions, it could suggest that there are different actions which enable it to obtain the same reward,

such as actions which lead to the same change in the Manhattan distance of the agents.

Figure 4.1: Data from experiment 1 where consecutive policies are tested every 10 episodes

Figure 4.2: Data from experiment 1 where consecutive policies are tested every 100 episodes
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Figure 4.3: Data from experiment 1 where consecutive policies are tested every 500 episodes

Figure 4.4: Data from experiment 1 where consecutive policies are tested every 1000 episodes

4.2 Intelligent Predator vs Prey moving in a particular direction

For this test, it was necessary to adopt the convention that movements out of the borders of the

gridworld lead to an agent appearing on the other side of the gridworld, otherwise the Prey agent

would end up being stationary when it reached a border. Similar to the test 1, the Predator was

quickly able to figure out that the Prey had a distinct pattern in its movement. Due to Prey mov-

ing in a fixed direction being a more complex movement pattern than the case where the Prey was

completely stationary , the Predator did take a longer time to figure out the movement pattern of

the Prey which is shown by the plateauing of the return occurring at a later episode compared to

the stationary case. This can be observed by comparing when the returns reach a maximum in Fig.

4.1 and Fig. 4.5. The number of collisions was slightly lower than the stationary test which was due

to the limitation in the stamina of the Predator. The limitation in the stamina lead to the Predator

resting at certain points and prevented it from keeping up with the Prey for all time steps of an

episode. However, there does not seem to be any noticeable changes in the magnitude of the return

of the Predator. This was due to the Predator being able to keep up with the Prey during the earlier

times steps where the contribution to the reward was more significant due to the discounting at later

time steps of the episode.
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After the predator has learnt the correct strategy which was shown by the maximum in the return,

the Predator displays the same pattern in the similarity measure where it oscillates between a certain

number depending on the number of episodes between testing as shown in Fig. 4.6 - 4.8. Also, it can

be noted that even though it does take longer for the predator to learn the optimal strategy in this

scenario, the policy still does seem to change at the same rate as the stationary case as shown by the

near identical values in which the similarity measure oscillates in the stationary (Fig. 4.1 - 4.4) and

moving experiment (Fig. 4.5 - 4.8).

Figure 4.5: Data from experiment 2 where consecutive policies are tested every 10 episodes

Figure 4.6: Data from experiment 2 where consecutive policies are tested every 100 episodes

4.3 Intelligent predator vs intelligent prey

For the case where both agents were learning simultaneously, two observations can be made by com-

paring Fig. 4.9 with 4.3 and 4.7 regarding the reward obtained. Firstly, the amount of reward

obtained from the Predator was significantly lower. Secondly, there was significant oscillation in the

returns of each of the agents. This behaviour was expected as the Prey was now adjusting its policy

with respect to the presence of the Predator. This causes the Prey to successfully flee from the

Predator which lead to the Predator being unable to maintain in close proximity to the Prey which

decreased the overall return of the Predator. Furthermore, due to the Predator and Prey adapting
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Figure 4.7: Data from experiment 2 where consecutive policies are tested every 500 episodes

Figure 4.8: Data from experiment 2 where consecutive policies are tested every 1000 episodes

to one another, this lead to the oscillation in the returns of each of the agents.

The degree of oscillation in the returns of the agents may suggest that the agents were consistently

well matched to one another. This could mean that the agents are not changing their policy signifi-

cantly or that both agents are learning and adapting to one another so that the policy of both agents

are equally matched. However, the small amount of oscillation could be due to the return being

representative of the performance of the agents at earlier time steps of an episode. Therefore, the

return was likely not a good representation of the performance of the agents over the entire episode

especially since the predator has an advantage during the earlier time steps due to having a high

stamina and being able to move faster than the prey. Furthermore, the prey typically only utilises

the food at a later time steps of the episode where it can create some distance from the predator

due to the stamina of the predator becoming low. One possible way to get a idea of how the policy

changed would be to examine the returns of the agent for the case where the discount factor is equal

to 1.
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A better indication of how the performance of the agents match up to one another could be the

large variation in the number of collisions as the number of collisions represented how the agents

behaved during a whole episode. From the minima in the number of collisions at episode 500 and

1500 in Fig. 4.9, it reveals that even if the return of the Predator is high, the number of collisions

can be low as the Prey may remain in close proximity of the Predator but adapt to successfully avoid

colliding.

From Fig. 4.12, it can be seen that in the earlier episodes between 1000 - 3000 there was higher

amount of oscillation in the similarity, and the similarity values can be seen to go below 200 for the

Predator and the Prey agents. This could show that the policy of the agents were changing more

significantly at the earlier episodes and then slows to a constant rate later on. This is further sup-

ported by Fig. 4.10 , where the similarity is changing significantly more than Fig. 4.1 and 4.5 (plot of

similarity for the stationary case and moving case).This suggests that the policy of an agent changes

faster in an adversarial situation compared to the case where the other agent is static or behaving in

a repetitive manner.

From Fig. 4.11, there did not seem to be a clear pattern in the similarity as it was oscillating

significantly for both Predator and Prey. Also, it can be seen that there are points in the plot where

the similarity of both the prey and predator are fluctuating together showing that the agents are

adapting to one another which is to be expected. Also as predicted, the oscillation of the similarity

plot was larger than the similarity centre plot due to the preference of the prey moving to the corner

(0,0) which allows the agents to more regularly update how to act when the other agent was in the

corner.

Figure 4.9: Data from experiment 3 where consecutive policies are tested every 500 episodes
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Figure 4.10: Data from experiment 3 where consecutive policies are tested every 10 episodes

Figure 4.11: Data from experiment 3 where consecutive policies are tested every 100 episodes

Figure 4.12: Data from experiment 3 where consecutive policies are tested every 1000 episodes

23



5 Evaluation

This section is related to the importance of explainability of machine learning models and describes

the approach of using the rules of a Decision tree proxy model to qualitatively explain the policy

of the Predator and Prey agents. Furthermore, a quantitative analysis of the different Decision tree

proxy model is performed through the process of Spectral clustering.

5.1 Importance of explainability

Despite widespread adoption in academia and industry, many machine learning models remain black

boxes. A machine learning model is a mathematical representation of a real-world process which

is trained on training data with known labels and then is used to make predictions based on an

unlabelled input. The concept of a ’black box’ in machine learning is AI which offers little insight to

how an specific output is reached. In contrast to this, Explainable AI (XAI) refers to methods and

techniques in the application of AI technology such that the results can be understood by human

experts [57].

XAI aims to achieve this by improving the explainabilty and interpretability of AI. Interpretability

is related to the extent to which an outcome can be predicted based on a change to the input, which

does not explicitly require an understanding of the operations which are occurring in the model.

Whereas, Explainability is the extent to which the internal mechanics of a machine learning model

can be explained in human terms and provides an understanding of why a change in the input insti-

gates a change in the output [58].

As domains such as healthcare where questions of accountability and transparency are particularly

important, deployment of AI and deep learning systems depends largely on the trust of a human in a

model. Trust in a model can be difficult to obtain as even if a model has a high accuracy for a spec-

ified task, the model can still be untrustworthy. This is apparent in situations where there could be

bias in a model such as in the case of image classification where a classification decision can be based

on the background of an image which is an artifact of the training data used to train the classifier.

This has been seen for the case of distinguishing between a wolf or a husky based solely on a snowy

background [59]. Therefore, understanding the reasons behind a prediction is important if one plans

to take an action based on a prediction. As a result, explainability is a required goal before using a

machine learning model in a high-risk situation. Furthermore, there are also several other benefits of

providing explainations such aiding in identifying problems in the training data and enabling users

to have more feedback on the tuning of a machine learning model if the explanations are illogical.

Also, it can ensure that machine learning models work effectively if the explanations are intelligible.

However providing explanations can be difficult, especially for the case of a deep learning system.

Modern deep learning systems use millions of parameters to transform an input feature space into a

different representation space and then search for a decision boundary to separate the classes in the

representation space. This enables neural networks to solve complex non-linear problems, however

due to the number of parameters required, neural network are generally incomprehensible but using

simpler models would lead to a trade-off in performance for explainability which is not desired.
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Explanations of the operation of deep neural networks have focused on either explaining the processing

of the data by the network, or by analysing the higher level features present in the network. This

can be done via 3 main approaches [58]:

• Generated explanations

• Creating a saliency map

• Creating a proxy model

The optimal approach to explain how a neural network is performing a task would be for the neural

network to generate their own explanations. This would involve the neural network providing textual

or visual information which is meaningful to the user in order to provide a qualitative understanding

of what the neural network is doing. This can be achieved by designing a deep generative models to

generate their own human-interpretable explanation as part of the training of the model.

Saliency maps can be used to highlight a small portion of a computation which is the most relevant.

In the context of image classification, saliency mapping involves repeatedly testing an image with a

portion of the image occluded. This will enable a map to be created which displays the part of the

data that has an influence on the output of the neural network.

A proxy model is a model which behaves similarly to the original model but behaves in a way that

is easier to explain and interpret. One commonly used technique to build a proxy model of a neural

network is locally interpretable model-agnostic explanations (LIME) where the behaviour of a black

model is explained by probing the local area of an specific input. The outputs of the neural network

around the local region are then used to construct a linear model that serves as a simplified proxy

for the full model in the neighbourhood of the input [59]. Explainability is important in this project

as the behaviour of a MAS can be more complex than the behaviour of a single agent case due to

emergent behaviour obtained by the actions of the different agents in the environment. Therefore,

it is necessary to understand how the agents in a MAS learn as time passes in order to prevent any

unpredictable and potentially harmful behaviour being learnt.

5.2 Decision Trees

Another type of proxy model which can be used to explain the behaviour of neural network are

Decision trees. Decision trees are non-linear algorithms which create as series of if-then production

rules which can be used for classification and regression tasks.

A Decision tree is a flowchart like structure made from the recursive partitioning of the training data

into different classes. A Decision tree is a directed tree that consists of internal nodes, leaf nodes and

branches. The top most node in the tree (known as the tree node) has no incoming branches, the

leaf nodes has no outgoing branches and the internal nodes are nodes between the tree node and the

leaf nodes. Each internal node represents a test, and each outgoing branch corresponds to a possible

outcome to the test. The test can involve comparing a numerical attribute against a threshold value

or comparing whether a sample fits within a certain category. An example of a simple Decision tree

can be seen in Fig. 5.1 .
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Figure 5.1: Simple example of a Decision tree [5]

The attribute chosen at each internal node depends on the discriminative power of each attribute

that best split the data using the concept of Entropy or Gini index at a node t, which is given by

Eqn. 5.1 and 5.2 respectively [60]:

Entropy(t) = −
∑
j

[p(j|t)logp(j|t)] (5.1)

Gini(t) = 1−
∑
j

[p(j|t)]2 (5.2)

Decision trees are able to perform splitting in one of two ways. One method is by using a single

attribute at each node, which is known as univariate splitting. The second method involves using a

linear combination of attributes for the splitting criteria and this is known as multivariate splitting [5].

A Decision tree makes a model of the decision function by recursively dividing the training data

until a leaf node comprises completely or predominantly from a single class. In order to classify an

unlabelled sample, a path is traced from the root to a leaf node which holds the class prediction for

that sample. Decision trees can improve explainability as the if-then production rules generated by

a Decision tree and the path traced from the root to a leaf node can be analysed by a user to get an

understanding of the sequential process taken to make a prediction. However, building a tree can be

memory intensive and the tree that is built can be quite complex which would make interpreting the

path traced from the root to a leaf difficult to interpret. Therefore, an approach known as pruning

can be used to obtain trees of an optimum size. Pruning is effective in reducing the size of the tree in

such as way that the tree becomes less complex and simpler to interpret. Furthermore, pruning a tree

can potentially improve the generalisation of the tree to make it more accurate on unseen samples.

There are two main types of pruning:

• Pre-pruning (also known as stop-splitting)

• Post-pruning
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Pre-pruning involves placing constraints on the tree before it has been built by fixing parameters

such as the maximum depth of the tree and minimum number of samples within a given leaf node.

Post-pruning involves first assembling a complete tree in which increasing the number of leaf nodes

and the depth of the tree will no further enhance the precision on the training set, and then system-

atically removing subtrees which are not contributing to the generalisability of the tree.

For this project, Decision trees were used as proxy models for the decisions made by the neural

network of the Predator and the neural network of the Prey at different episodes in the simulation

which corresponded to the agents having different policies. A Decision tree was made for each of the

different policies by saving the data points (state of the agent and the action taken) of a particular

policy in a replay buffer of size 7500. Then, from these 7500 data points, 1000 data points would be

sampled and fed into the Sci-kit Learn Decision tree algorithm which uses a univaritate splitting and

Gini impurtiy splitting criteria to build a Decision tree [61]. To ensure that the Decision trees could

be interpreted from its if-then rules, pre-pruning was used to ensure that a Decision tree would not

become too large or complex. All the Decision trees were pre-pruned to have a maximum depth of 6

and a minimum number of 7 data points required to split an internal node. All the different Decision

trees as well as the data used to make the Decision trees can be seen on the Authors Github [62].

5.2.1 Prey Decision tree comparison

Although the state of the Prey was represented by 5 features in the simulation, the stamina was

redundant for the Prey. The stamina was redundant for the Prey as the number of time steps in

an episode were short enough such that the actions of the Prey were unhindered by the stamina as

the stamina of the Prey always exceeded the amount required to perform an action. As a result of

this, the stamina feature was removed as an input of the Prey Decision tree classifiers in order to

prevent building Decision trees which would overfit on a redundant feature. Therefore the Decision

trees representing the different policies of the Prey were made using 4 features.

From the Decision trees made from the different policies of the Prey, there did not seem to be any

consistency between the most important feature as there was no feature which was always present

at the top node of all or a majority of the Decision trees. This could mean that all the features

input into the Decision tree classifiers had the same importance and that only the relative difference

between the position of the agents decided the action taken by Prey. However, instead of believing

that all features have the same importance to a policy due to the lack of consistency between the

different policies, an alternative view could be that different features have different importance in rela-

tion to a particular policy, and that the each of the policies are sufficiently different from one another.

Despite the differences between the different Decision trees, there were still some similarities present

between them. The main aspect that remained the same across all the Decision trees was that a

splitting value of 0.071 was present for the features of the Predator and Prey positions. This shows

that the Decision trees were agreeing with the intuition that the Prey agent looks at how close it is or

how close the Predator is from the location of the food, due to the Prey’s tendency to move towards

the food in the corner in order to maximise its reward.
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Another observation is that even though there was food in another location closer to the centre of the

gridworld, the focus of the Prey was to move towards the food in the corner of the map as shown by

the splitting value of 0.071 being higher up in the Decision trees showing it had more importance than

other splitting values. This also agrees with the intuition that moving towards the corner enables

the prey to maximise its distance from the predator which was the top priority for the Prey and was

more important than moving towards the centre of the map to obtain food. Therefore, from looking

at the if-then rules of the Decision trees for the different policies of the prey, it seems that a majority

of the Decisions trees agree that the Prey was moving in a logical manner in such a way to maximise

its distance from the Predator whilst simultaneously maximizing the food that it eats. The other

logical ways in which the Prey agent was behaving can be seen in the annotated Prey Decision tree

in the Github [62].

To get an idea of how accurate the Decision trees were as a proxy model to the neural networks

which characterised a particular policy, the classification accuracy of each Decision tree was checked

by comparing the outputs of a Decision tree against the output of the neural network corresponding

to the same policy. This was performed by training each Decision tree on 900 data points from the

replay buffer of a particular policy and then testing on another 100 data points from the same policy.

The Decision tree classifiers were tested using k-fold cross validation. K-fold cross validation enables

all the data to be used for the training of the classifier as well as in testing, and it is a widely used

technique to estimate the generalisation error of a classifier. K-fold cross validation consists of [63]:

• Dividing the sample data into k equal sized subsets. Each subset is referred to as a fold. Let

the folds be named as f1,f2,. . . .,fk.

• For i = 1:k, perform the classification using the fold fi as a test set and keep the remaining k-1

folds as a training set.

The overall classification accuracy was calculated by the average of the k predicted accuracies. The

results of the Prey Decision trees when using 10 fold cross validation can be seen in Table. 5.1.

From the results, it can be seen that the Prey Decision trees were effective proxy models for the

neural networks as the mean classification accuracy across all the Decision trees were 76 %. However,

there was a large amount of variation in the 10 different tests of the cross validation which suggests

that the Decision trees were not stable as they would change significantly based on the training data

used.
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Table 5.1: Prey Decision tree accuracy on corresponding Prey policy from neural network

Tree Test

1 (%)

Test

2 (%)

Test

3 (%)

Test

4 (%)

Test

5 (%)

Test

6 (%)

Test

7 (%)

Test

8 (%)

Test

9 (%)

Test

10

(%)

Mean

(%)

1 93.2 92.2 91.3 93.1 96.0 92.9 95.9 94.9 98.0 99.0 94.6

2 52.9 69.3 84.0 81.0 72.0 78.0 65.0 75.0 80.0 84.7 74.2

3 75.5 68.3 66.3 74.3 69.3 72.0 71.7 72.7 73.7 73.5 71.7

4 65.7 78.4 70.6 69.3 71.3 77.0 62.6 60.2 71.4 69.4 69.6

5 68.0 69.9 80.2 60.0 76.0 70.0 88.9 82.8 71.4 87.8 75.5

6 74.8 64.7 59.8 80.4 71.3 62.6 58.2 69.4 59.2 62.2 66.3

7 75.5 88.2 87.1 73.3 79.2 70.3 83.0 80.8 83.5 81.4 80.2

8 76.5 73.5 71.3 75.2 75.0 63.0 76.0 58.6 76.5 67.3 71.3

9 74.8 95.1 86.0 91.0 85.0 75.0 86.0 88.0 87.8 86.7 85.5

5.2.2 Predator Decision Tree comparison

Similar to what was done for the policy of the Prey agent, Decision trees were made to represent the

different policies of the Predator. Although in this case, all 5 features including Prey and Predator

position as well as Predator stamina were used as inputs of the Decision tree. The Predator stamina

was required as an input feature as the Predator stamina varied significantly across an episode and

was limiting the actions taken by the predator. Furthermore, due to the action space of the predator

being larger than the prey, a larger number of features were required for the more complex Decision

trees of the Predator policies.

From the Predator Decision trees present in the Author’s Github, it can be seen that the most im-

portant feature for the Predator was the Predator stamina as this features was generally at the root

node of a Decision tree. This was especially apparent for all the policies which occurred after 4000

episodes of training as the stamina remained at the top for all these situations. The splitting value

for the stamina which was generally observed the most was a value of 0.115. This makes intuitive

sense as this was related to the minimum amount of stamina required to perform an action which

enabled the Predator to move two steps at once, which was crucial in allowing the predator to collide

with the prey, as well as catch up to the Prey when the Predator was far away. Furthermore, the

importance of the stamina was further alluded to by the presence of the stamina attribute generally

being several present in several different nodes in a single Decision tree.

Besides the stamina, there does not seem to a clear indication of the order of importance of the other

features as there was not any consistency between which features was seen at nodes higher up in the

tree. Therefore, the same conclusions which was made about the importance of features of the Prey

can also be made about the remaining 4 features of the Predator. However, the splitting value of

0.071 was also present in all the different Decision trees which reveals that the position of the food

was important to the Predator due to the frequency in which the Prey moves to that location.
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Similarly to the Prey Decision trees, the classification accuracy of the Predator Decision trees were

seen by comparing the outputs of a Decision tree against the output of the neural network corre-

sponding to the same policy. The results of the classification can be seen in Table. 5.2. The results of

the Predator classification was lower than the Prey classification accuracy which was to be expected

due to the Predator action space being nearly twice as large as the action space of the Prey but still

had an accuracy of but the accuracy was still approximately 68 %.

Table 5.2: Predator Decision tree accuracy on corresponding Predator policy from neural network

Tree Test

1 (%)

Test

2 (%)

Test

3 (%)

Test

4 (%)

Test

5 (%)

Test

6 (%)

Test

7 (%)

Test

8 (%)

Test

9 (%)

Test

10

(%)

Mean

(%)

1 76.9 73.1 83.3 82.4 88.0 85.9 65.7 82.7 87.6 88.5 81.4

2 56.3 72.8 66.7 72.5 58.4 58.0 60.2 61.2 60.2 77.1 64.3

3 61.5 66.0 45.1 47.5 65.3 59.0 55.6 54.1 64.9 61.5 58.1

4 68.0 74.8 67.0 72.5 67.6 76.2 69.7 68.8 65.6 76.0 70.6

5 44.2 65.7 74.5 82.4 65.3 60.6 66.7 68.4 60.8 73.2 66.2

6 60.2 58.3 63.7 76.2 63.4 57.0 55.1 65.3 60.2 53.6 61.3

7 67.6 81.6 78.4 62.7 68.6 69.3 67.3 69.8 81.2 79.2 72.6

8 59.6 69.2 74.8 62.0 69.0 58.6 62.2 62.2 63.3 62.9 64.4

9 65.0 77.7 71.8 80.2 67.7 77.8 82.8 83.8 82.7 83.5 77.3

5.3 Spectral Clustering

To obtain an quantitative understanding of how the policy of an agent changes as it learns, Spectral

clustering was performed on the Decision trees. Spectral clustering was used to cluster the different

Decision trees representing the different policies of the Predator and Prey agents in order to see if

certain policies were more similart to one another and if there was any pattern in how a policy of an

agent would change, e.g in a linear or a cyclical manner.

Clustering is one of the main tasks in machine learning where unlabeled data points are assigned to

different clusters where similar data points are assigned to the same cluster. This is generally done by

minimising the intra-cluster distance between points in a cluster whilst maximising the inter-cluster

distance. This is generally possible if the different points in a cluster possess similar underlying char-

acteristics. Although there may be underlying similarities between data points, the data points may

have a non-linear relationship with one another which can be difficult to cluster using a traditional

clustering method such as K-means clustering [63]. Therefore, this non-linearity needs to be taken

into account when clustering the data. This can be achieved by using Spectral clustering [64, 65].

Spectral clustering consists of many different steps. Firstly, the data needs to be represented as a

similarity graph between the N data points which are to be clustered. A graph is a set of vertices

with a corresponding set of edges which connect the vertices which are similar to one another. A

graph is obtained by computing a similarity measure between each pair of data points where a vertex
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vi represents a data point xi.

There are several different measures of similarity or distance, between two data points p and q such

as the Euclidean distance or Gaussian distance which can be seen in Eqn. 5.3 and 5.4:

Euclidean(p,q) =

√√√√ n∑
i=1

(pi − qi) (5.3)

Gaussian(p,q) = e
(p−q)2

2σ2 (5.4)

By computing the similarity/distance between data points, this is used to produce a matrix known

as the Adjacency matrix, A [65] . From the Adjacency matrix, it is possible to find out about the

underlying structure of the data. This can be done by finding the Degree matrix, D, which is a

diagonal matrix where the value at the entry (i,i) is equal to the number of edges connected to vertex

i. By obtaining both the Adjacency matrix and the Degree matrix, the Laplacian Matrix L can be

calculated according to Eqn. 5.5 [64, 65]

L = A−D (5.5)

The significance of the Laplacian matrix is that it is a positive semi-definite matrix which enables it

to be decomposed into its eigenvectors and eigenvalues. By finding the eigenvectors of the Laplacian

matrix, it enables the original data points to be represented in an alternative way which is more

indicative of the latent structure of the data. After the data is remapped into the eigenvectors of

the Laplacian matrix, the data can be clustered by using a K-means clustering algorithm on the

eigenvectors [65].

The process of K-means clustering consists of initialisation and then repetition of two steps:

• Assignment

• Update

K-random points are initialized to be cluster centroids, where k is the number of different clusters the

data is categorized into. In the assignment step, each data point is assigned to the closest centroid.

In the update step, the centroid is repositioned to the centre of the data points assigned to it. The

assignment and update steps are repeated until the centroid stops moving [65].

5.3.1 Spectral clustering pairwise similarity results

To perform the Spectral clustering, it was first necessary to devise a measure of similarity between

the different Decision trees. This was achieved by combining testing data from 6500 data points from

a pair of policies and then measuring the fraction of the total number of data points where there were

identical predictions from the pair of Decision trees related to those policies.

The fraction of identical predictions was used to form the Adjacency matrix of the Prey Decision

trees which can be seen in Table. 5.3.

Following the creation of the Adjacency matrix, it was then necessary to find the optimum number

of clusters required to cluster together similar Prey Decision trees. This was done by calculating the
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Table 5.3: Results of the prediction similarity of pairs of Prey Decision trees

Decision tree

1 2 3 4 5 6 7 8 9

Decision

1 1.00 0.47 0.35 0.47 0.31 0.42 0.30 0.27 0.39

Tree

2 0.47 1.00 0.46 0.54 0.38 0.45 0.62 0.36 0.59

3 0.35 0.46 1.00 0.59 0.29 0.27 0.32 0.26 0.31

4 0.47 0.54 0.59 1.00 0.35 0.37 0.44 0.35 0.38

5 0.31 0.38 0.29 0.35 1.00 0.33 0.48 0.39 0.40

6 0.42 0.45 0.27 0.37 0.33 1.00 0.50 0.39 0.52

7 0.30 0.62 0.32 0.44 0.48 0.50 1.00 0.60 0.65

8 0.27 0.36 0.26 0.35 0.39 0.39 0.60 1.00 0.50

9 0.39 0.59 0.31 0.38 0.40 0.52 0.65 0.50 1.00

Laplacian matrix and then extracting the eigenvalues of the different eigenvectors of the Laplacian.

From the graph of the eigenvalues seen in Fig. 5.2, the number of eigenvalues with a value of 0

represents how many connected components there should be present in a similarity graph.

Figure 5.2: Plot of eigenvalues of the Laplacian matrix for the prey pairwise predictions

In this case, there was only a single eigenvalue at 0 which indicated that there was only a single

connected component. In general, the magnitude of the eigenvalues with a non-zero value represent

how connected that connected components is and how many broken links would be required in the

similarity graph in order to increase the number of connected components [64]. Therefore, the number

of eigenvalues before the first significant change in the magnitude between 2 consecutive eigenvalues

was the optimum number of clusters to use, which in this case was a cluster number of 1 since the

largest gap was the initial gap. This was further supported by attempting to perform the clustering

despite evidence suggesting that there should only be 1 connected component.
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From looking at the clustering results seen in Table. 5.4, there does not seem to be any clear indication

of a consistent pattern in the clusters beside a slight preference for values of a same cluster being

next to one another, which could show that the policy was changing at certain rate. Even though

there does seem the reappearance of particular clusters at different policies which are far away from

one another, there does not seem to be a clear pattern by which this occurs which suggests that the

policy was not changing in a cyclical manner but instead in a random way.

Table 5.4: Prey Decision tree clustering results based on pairwise predictions similarity

Number of clusters Clusters

2 0, 0, 0, 0, 1, 1, 1, 1, 1

3 0, 0, 2, 2, 1, 0, 1, 1, 0

4 2, 0, 3, 3, 1, 2, 1, 1, 0

The Spectral clustering for the Predator Decision trees was also performed in the same way as the

Prey case which was by measuring the fraction of identical predictions from the pair of Decision trees.

The Adjacency matrix for the Predator Decision trees can be seen in Table. 5.5 .

Table 5.5: Results of the prediction similarity of pairs of Predator Decision trees

Decision tree

1 2 3 4 5 6 7 8 9

Decision

1 1.00 0.36 0.24 0.27 0.23 0.14 0.09 0.05 0.09

Tree

2 0.18 1.00 0.17 0.18 0.08 0.10 0.20 0.09 0.08

3 0.11 0.19 1.00 0.15 0.06 0.07 0.09 0.09 0.09

4 0.18 0.17 0.13 1.00 0.09 0.37 0.49 0.13 0.10

5 0.21 0.11 0.13 0.12 1.00 0.29 0.09 0.21 0.33

6 0.12 0.10 0.12 0.41 0.25 1.00 0.32 0.26 0.28

7 0.17 0.22 0.05 0.49 0.06 0.23 1.00 0.20 0.03

8 0.07 0.17 0.14 0.15 0.34 0.22 0.17 1.00 0.19

9 0.13 0.05 0.06 0.20 0.34 0.21 0.09 0.36 1.00

The eigenvalues of the Laplacian matrix for the Predator Decision trees can be seen in Fig. 5.3.

From the eigenvalues, it can be seen that the largest gap in the magnitude of the eigenvalues was also

the initial gap which suggests that there should only be a single cluster for the Predator Decision

trees. However by comparing Fig. 5.2 and 5.3, it can be seen that the magnitude of the gap between

eigenvalues for the Predator Decision trees were lower than the Prey case, which indicates the lower

similarity between the Predator Decision trees compared to the different prey Decision trees, which

is to be expected due to the larger action space for the predator.
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Figure 5.3: Plot of eigenvalues of the Laplacian matrix for the predator pairwise predictions

Despite one cluster being the most appropriate, clustering was performed with 2, 3 and 4 clusters and

the results of the clustering can be seen in Table. 5.6. It was shown that policies in the same cluster

are usually near one another supporting that the policy changes in a gradual way. Furthermore,

the clusters in this case seem more stable than the Prey case as there was less variation in group a

Decision tree would be clustered into when changing the cluster number.

Table 5.6: Predator Decision tree clustering results based on pairwise predictions similarity

Number of clusters Clusters

2 0, 0, 0, 0, 1, 1, 0, 1, 1

3 0, 0, 0, 2, 1, 2, 2, 1, 1

4 0, 0, 0, 2, 1, 2, 2, 3, 1

5.3.2 Spectral clustering tree edit distance results

To further analyse the Decision trees of a particular agent and to add robustness to the results of the

Spectral clustering, the Spectral clustering was performed using another measure of similarity which

was the tree edit distance between each pair of trees.

The tree edit distance is a measure of the difference in the structure of two different decision trees.

The tree edit distance between two trees x̂ and ŷ is defined as the minimum number of node deletions,

insertions and replacements that need to occur in x̂ to obtain ŷ. The action of replacement results

in changing one node label to another. Deleting a node n means making the children of n become

the the children of the parent of n and then removing n ( all children of the deleted node b become

children of the parent a). Insertion of a node n as the child of the node n’ will result in n becoming

the parent of the current children of node n’ [66, 67].
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These different operations are illustrated in Fig. 5.4.

(a) Replacement (b) Deletion (c) Insertion

Figure 5.4: Tree edit operations [66]

There are several ways to define the tree edit distance such as having certain edits cost more than

others which would involve the cost differing between different operations or operations occurring

higher up the tree incurring a larger cost than operations lower down the tree. In this project, the

tree edit distance was used as a measure of the difference between the Decision trees from different

policies of a particular agent. Furthermore, the cost of each operation was equivalent regardless of

the type of operation and the position of the tree which the operation occurred. Therefore, the tree

edit distance was solely based on the length of the script required to transform x̂ into ŷ.

The tree edit distances for the Prey Decision trees can be seen in Table. 5.7. This table was then

used as an Adjacency matrix and Spectral clustering was performed after obtaining the Laplacian

matrix from these values.

Table 5.7: Results of the tree edit distance between pairs of Prey Decision trees

Decision tree

1 2 3 4 5 6 7 8 9

Decision

1 0 42 28 58 33 47 38 34 45

Tree

2 42 0 40 49 38 47 47 43 37

3 28 40 0 57 35 43 36 37 43

4 58 49 57 0 45 52 48 50 49

5 33 38 35 45 0 39 36 30 40

6 47 47 43 52 39 0 38 38 41

7 38 47 36 48 36 38 0 34 44

8 34 43 37 50 30 38 34 0 40

9 45 37 43 49 40 41 44 40 0
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Similar to the previous cases, the number of connected components was equal to 1 as shown from

Fig.5.5. However, in this case the order of the clusters differ as shown by Table. 5.8, although it does

seem to still retain the behaviour in which policies of a particular cluster occur close to one another.

Figure 5.5: Plot of eigenvalues of the Laplacian matrix of the Prey policy based on tree edit distance

Table 5.8: Prey clustering results using based on tree edit distance

Number of clusters Clusters

2 1, 0, 1, 0, 0, 0, 0, 1, 0

3 1, 0, 1, 2, 1, 1, 1, 1, 0

4 3, 0, 3, 2, 2, 1, 1, 1, 0

The tree edit distances for the Predator Decision trees can also be seen in Table. 5.9 and as before,

the optimum number of connected components was 1 as seen from Fig.5.6. The Spectral clustering

results for cluster numbers of 2,3 and 4 can be seen in Table. 5.10.

Similarly to the Prey case, the behaviour in which policies of a particular cluster occurred close to

one another was present. Also, it seems that the clusters formed from the Predator Decision trees

were more stable as there were less variation in the clustering as the number of clusters changed.

From the results of the Spectral clustering using both distance measures, it was seen that the policies

for Predator and Prey change in a gradual way as policies of a particular cluster appeared next to

one another. The optimum number of clusters seemed to be 1 for both the Predator and the Prey

when using both the classification accuracy and the tree edit distance as similarity measures. This

was further supported by the fact that there did not seem to be any clear pattern in the occurrence

of different clusters and that the appearance of a particular cluster appeared in a random way.
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Table 5.9: Results of the tree edit distance between pairs of Predator Decision trees

Decision tree

1 2 3 4 5 6 7 8 9

Decision

1 0 63 46 52 44 55 46 54 43

Tree

2 63 0 76 66 65 62 70 70 76

3 46 76 0 51 44 57 44 59 47

4 52 66 51 0 48 55 49 57 54

5 44 65 44 48 0 47 45 55 48

6 55 62 57 55 47 0 54 53 51

7 46 70 44 49 45 54 0 52 34

8 54 70 59 57 55 53 52 0 58

9 43 76 47 54 48 51 34 58 0

Table 5.10: Predator clustering results using based on tree edit distance

Number of clusters Clusters

2 1, 0, 1, 1, 1, 0, 1, 1, 1

3 2, 0, 2, 2, 2, 1, 2, 1, 2

4 3, 0, 1, 1, 1, 2, 3, 2, 3

Figure 5.6: Plot of eigenvalues of the Laplacian matrix of the Predator policy based on tree edit distance

The results from the Spectral clustering using the tree edit distance were limited as the tree edit

distance neglects to include the splitting value at the nodes and only includes the presence of the

feature at each internal node. Furthermore, the tree edit distance only takes into account whether a

node was a leaf node and does not take into account the predicted output at a leaf node.
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Due to these limitations, the similarity from the common predictions of two trees were likely more

accurate representation of the similarity between Decision trees. Also, the clustering used only 9

Decision trees which may not have been a sufficient number to use to find a clustering pattern.

6 Conclusion and Future work

The explainability of machine learning models are becoming crucial in society due to the use of ma-

chine learning in high risk multi-agent areas such as the use of autonomous vehicles. In order to use

machine learning in a multi-agent domain, it is important to understand how the agents learn in a

competitive or adversarial situation. This was done by examining a simplified Predator-Prey game

where the only dynamic elements present in the environment were the agents.

Various methods were used to look at the different policies of an agent such as looking at the similar

actions of an agent between two consecutive policies. A peculiar result found from this was that the

Predator policy was varying even in a situation where the Prey was remaining stationary at one grid

cell, which suggests the presence of different actions which lead to the Predator obtaining the same

reward. Furthermore, by increasing the number of episodes between the evaluation of consecutive

policies, consecutive policies were less similar to one another and would oscillate near a fixed value

depending on the episode gap between consecutive policies. This shows that the process of changing

a policy takes a significant amount of episodes to occur and the policy was changing at a somewhat

fixed rate.

From comparing Decision trees representing the policies of a particular agent, the different Decision

trees were sufficiently different from one another. This was shown by the low accuracy when exam-

ining actions in common between a pair of Decision trees as well the lack of consistency of a top

feature for the Prey Decision trees. Nonetheless, the Decision trees showed that the agents behave

in an intuitive manner where the Prey prioritized maximizing the distance from the Predator and

moving to a food location by moving to the bottom left hand corner, which was shown by the splitting

value of 0.071 being prevalent at nodes high up in the tree. Also, the Decision trees for the Predator

policies prioritized the stamina of the Predator, which was crucial in enabling the Predator to move

fast enough to catch the Prey. The Predator Decision trees also prioritized the splitting value of

0.071 due to the frequency in which the Prey was present in that location. Spectral clustering of the

Decision trees of an agent was performed using two different measures of similarity. From looking

at the Spectral clustering results using the similar action classification and the tree edit distance

measures of similarity, the eigenvalue plots of the Laplacian matrix both showed that one cluster was

the optimum number of clusters for the different Decision trees. This suggests that there was no

distinct way to group together the different policies of an agent. However, despite one cluster being

the optimum, by performing clustering on the Decision trees, potential insights were obtained such

as policies of a particular cluster appearing close to one another. This supports the idea that the

policy was changing in a gradual manner at a fixed rate and so consecutive policies were more likely

to be similar to one another. Furthermore, besides the policies of an agent following the intuition

discussed before, there does not seem to be any consistent pattern in how a policy changes.
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This could be as a result of the stochastic nature of the neural network in which the Decision trees

were modelling. As the Decision trees are only proxy models of a neural network, there are limitations

in describing how the policy obtained from a neural network will behave especially since the accu-

racy of the Decision trees compared to the neural networks were only 76 and 68 % for the Prey and

Predator Decision trees respectively. Furthermore, a more sophisticated calculation of the tree edit

distance could be used to take into account the finer details of the Decision trees in order to obtain

a more accurate result. To confirm whether the results from using a Decision tree proxy model were

conclusive, an alternative proxy model such as LIME could be used to represent the policy of an agent.

Overall, the policies of the agents showed that they behaved in an intuitive manner and unexpected

behaviour such as simply stalking the Prey did not occur after the reward shaping process. Therefore

if a MAS is utilised, it is important to effectively configure the reward function of an agent. Also, due

to the changes in the policy likely occurring in a random way, an approach to prevent unexpected be-

haviour from manifesting could be to formulate the changes in a policy as a constrained optimisation

problem such as in the case of Trust-region Policy Optimization (TRPO) or Proximal Policy Opti-

mization (PPO), where the policy of an agent cannot change too significantly at any point in time [68].

There are several different ways in which this work can be continued. Firstly, the simulation could be

run for a longer number of episodes in order to see if the policy of the agents do converge at some point

as well as obtaining a larger number of Decision trees for clustering. Also, as the Predator-Prey game

was made to be quite simple with only 2 agents present in a fixed environment, further work could

focus on investigating the learning of the agents in a more complex situation. The Predator-Prey

game can be made more complex by:

• Giving the agents partial observability of the environment

• Adding additional properties to the agents

• Adding a third agent which could be hunted by the current Prey agent

• Food appearing in different locations as time progresses

• Food running out

• The reward from eating the food being based on how hungry the Prey agent is

• Adding obstacles which could prevent the Predator from passing but would not block the Prey

In this project, the agents learnt using a value based Reinforcement Learning algorithm. Therefore,

it may be desirable to examine how a policy changes in the case where agents are trained using policy

gradient based algorithms. As this project focused on how an agent learns only in the presence of

a single adversary, the work can be extended by looking at how an agent learns in the presence of

multiple adversaries as well as team mates. If the approach of learning in the presence of team mates

and adversaries is pursued, then several different aspects could be varied. This includes examining

how the learning of an agent changes when there is communications between the teammates of an

agent or by changing the reward function so agents are rewarded based on the performance of whole

team rather than based on their own performance. Another potential area of future work could be

looking at the change in the policy if one of the agent was augmented by utilising a model of the

opponent or if an agent was trained used hierarchical Reinforcement Learning.
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